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SUMMARY

This paper shows the development of an e�cient solution algorithm for the simulation of a forward roll
coating �ows with free surfaces. The technique is based on the method of successive approximation
combined with a method for rapidly �nding a good starting point, i.e. a good initial computational
domain. Movement of the free surface from the initial to �nal positions is demonstrated using both
kinematic and normal stress schemes. Adaptive domain decomposition at each pseudo time step is
performed with no signi�cant cost penalty. The �ow �eld is computed using a �nite element solution
of the Navier–Stokes equation.
The proposed scheme is shown to be �exible enough to accommodate di�erent scenarios over the

practical range of many applications, i.e. capillary numbers in the range of 0.01–300, and a wide range
of gap settings and rotational speeds. A close match is found between simulation and experimental
meniscus pro�les as well as nip pressure pro�les. Overall the technique is quite robust and is able to
simulate a variety of coating �ow situations without resorting to over-simpli�cations. Copyright ? 2005
John Wiley & Sons, Ltd.

KEY WORDS: coating �ow simulation; roll coating; mesh re�nement; free surface algorithms; �nite
element method

1. INTRODUCTION

Film coating is a process in which a thin �lm of liquid is continuously deposited onto a moving
substrate, which may subsequently be dried or cooled to produce a solid �lm. Film coating is
widely used in the manufacture of, for example, printing paper, photographic �lm, magnetic
tape and discs, adhesive tapes and labels. Coating processes include, for example, dip coating,
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Figure 1. Roll coating con�gurations showing forward roll coating with (a) �ooded nip; (b) starved nip
and reverse roll coating with (c) �ooded nip; and (d) starved nip.

slot coating, blade coating, slide-coating, curtain coating and roll coating. This work focuses
on roll coating, in which pairs of rolls are used to metre and apply the liquid �lm. A pair of
rolls can operate as either counter-rotating (forward roll coating) or co-rotating (reverse roll
coating), as shown in Figure 1. They may operate in a �ooded regime, see Figure 1(a) and (c),
where the incoming �lm thickness exceeds the minimum clearance between the rolls, or in a
starved regime where the thickness of the incoming �lm is either equal to or less than the
minimum clearance, see Figure 1(b) and 1(d). Furthermore, the roll surfaces may be either
rigid or covered with a deformable elastomer. Here, we consider the case of two counter-
rotating rigid rolls.
The �uid mechanics of rigid roll coating have been investigated analytically [1–3],

computationally [4–7] and experimentally [8–10]. Most work has been devoted to the �ooded
regime, including the measurement and prediction of pressure and velocity �eld distributions
[2, 4, 5, 11–13], measurement and prediction of �ux and �lm thickness [2, 3, 8], and the mea-
surement of meniscus pro�les [9, 10].
The main parameter used to characterize coating �ows is the capillary number, which is

the ratio of viscous and capillary forces. It is de�ned as

Ca=
�U
�

(1)

where U is the roll velocity, � the �uid viscosity and � the surface tension. For Ca¡¡ 1 the
surface tension dominates the �ow and for Ca& 1 viscous forces dominates. Most previous
work has been reported at low capillary number.
Two broad categories of solution methods have been used for the mathematical description

of coating �ows, The �rst method approximates the �ow using lubrication theory while the
second solves the full equation of motion. Lubrication theory has been shown to give rea-
sonable agreement with experimental data for the region closest to the approach between the
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rolls [4], however, for the downstream region where the liquid �lm splits into two, the �ow
is two-dimensional and the rectilinear streamlines assumed by the lubrication approximation
do not hold. An extension to lubrication theory used to overcome this shortcoming is to adopt
some boundary conditions at the �lm split point, the simplest choice being to set the pressure
and the pressure gradient at the �lm split to zero (Reynolds’ boundary condition). An im-
provement to this condition is to set the pressure at the �lm split location to a sub-ambient
value, due to capillary pressure jump associated with the meniscus curvature as proposed by
Schneider [11]. However, an extra condition is then required to determine the location of the
meniscus. Savage [14] used a condition postulated by Hopkins [15] to locate the �lm split at
the �rst stagnation line downstream of the plane through the centres of the rolls and midway
between the roll surfaces. Coyle et al. [4] extended this idea to the asymmetric case, postulat-
ing that the �lm split line is located at the point where both the velocity and its derivative in
the direction perpendicular to the �ow vanish. Gaskell et al. [16] modi�ed this condition and
located the �lm split at the point at which both velocity components vanish. Another approach
is to use an approximate solution of the Navier–Stokes equations at the meniscus [17] and
set the boundary condition at the �lm split [14, 18]. Kubota and Scriven [19] introduced a
visco-capillary model to describe �lm splitting. In the visco-capillary model, the �ow near
the meniscus is approximated by the Landau–Levich equation, as modi�ed by Deryagin and
Levi [20], to mimic the �ow of liquid out of a pool by a roll that dips into it, and elsewhere
the �ow was approximated by lubrication equations. The meniscus pro�le from this model,
however, is not accurate, because it does not account for the evolution of the meniscus shape.
As well, the Landau–Levich equation is only valid for capillary number less than about 0.01,
and thus the visco-capillary model, which relies on this equation, is quite limited.
Coating �ow hydrodynamics is a free surface problem that is both interesting and chal-

lenging to solve. Although the �ow equations are relatively easy to solve, the shape of the
solution domain is a priori unknown. Therefore, the solution must be determined in some
iterative manner, in which the domain shape evolves from an initial guess towards the �nal
position. In the literature, several methods have been used. These methods include spines [21]
elliptic meshes [7], moving meshes [22] and successive approximation [23]. In the method of
spines, the free surface is represented parametrically by using a number of spines conveniently
placed on the surface and included as additional unknowns in the problem. However, spines
can be complicated to implement, requiring a large degree of expertise [22] and a separate
scheme for placing the spines must be devised for each problem. Furthermore, if the �nal free
surface shape is far from the initial shape from which the spines have been de�ned, the spines
will have to be reoriented to describe the surface. Elliptic mesh generation attempts to over-
come this problem by tessellating the whole domain with what may be called two-dimensional
spines. However, this method requires a structured mesh, and therefore increases the number
of elements excessively if the critical �ow details have to be captured. Furthermore, as pointed
out in Reference [7], mapping the domain into quadrangular reference regions is often di�-
cult, and requires much mathematical complexity and experience. In the third method, the free
surface is treated as part of the solution domain by employing moving=deforming mesh algo-
rithms. The main drawback of all of these methods is that they fail unless the initial domain is
close to the �nal solution. This requirement necessitates the use of either experimental pro�les
or previously converged solutions as a starting point for simulation. Furthermore, because the
location of the free surface is an additional unknown, the size of the problem is increased.
The successive approximation scheme is conceptually straightforward to implement. In this
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method an initial domain is assumed, and the free surface is adjusted to achieve a correct
force balance using some pseudo-time stepping scheme. Although the �rst reported �nite ele-
ment solution of free surface problems was based on such a scheme by Nickell et al. [23],
these methods were widely discarded owing to the excessive execution times required as well
as high re-meshing costs.
A common theme in all of the methods used is the requirement of a good initial guess

combined with an e�cient and robust solution methodology. In turn, an e�cient domain
discretization method is also a necessity. In this work, we propose a �nite element solution
of the Navier–Stokes equations based on the Uzawa algorithm [24]. We show a method for
rapidly determining a good initial solution domain based on the Landau–Levich and Prandtl–
Hopkins conditions. Following determination of the best initial guess for the meniscus location,
we use the successive approximation method combined with adaptive re-meshing using a
non-uniform mesh. It will be shown that this methodology yields a fast, e�cient and robust
methodology for free surface treatment that can easily accommodate a wide range of roll
speeds, gap sizes and capillary numbers. Further, it is demonstrated that the use of adaptive
re-meshing does not incur a signi�cant cost penalty, and overall the method is more straight
forward than other methods.

2. SOLUTION METHODOLOGY

Solution of the hydrodynamics in the nip of a roll coater by successive approximation can be
divided into four steps. These steps are: (1) assume an initial domain based on the geometry
in question, (2) discretize the solution domain using an e�cient meshing strategy (which will
depend on the numerical method selected), (3) solve the equations in the current domain and
(4) update the domain based on the computed �ow �eld. Steps (2)–(4) are repeated until a
convergence criterion is satis�ed. In the following, each of these steps is discussed in turn.

2.1. Building the initial domain

We emphasize that a key advantage of our method is that a good initial estimate for the
domain is not required. Indeed, one can arbitrarily select both the initial split point position
and the thickness of the �uid on the rolls. However, we can utilize the classical Landau–
Levich equations, as modi�ed in Reference [20], to provide some guidelines. The Landau–
Levich equation (see Figure 2 for details) relates the radius of curvature of the meniscus and
the height of the �lm on each roll

H1 = 1:34Ca2=3
(
2S
S + 1

)2=3
Rs and H2 = 1:34Ca2=3

(
2

S + 1

)2=3
Rs (2)

where S is the speed ratio (U2=U1), H1 and H2 are the bottom and top layer thickness,
respectively, and Ca is the capillary number based on the average speed between the rolls.
It follows from Equation (2) that the �lm thickness ratio depends on the velocity ratio as
follows:

H1
H2
=
(
U1
U2

)2=3
(3)
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Figure 2. Roll nip con�guration and nomenclature. L is the length of the nip; V1 and V2 are the bottom
and top roll speeds, respectively; xs; ys is the split point location; RS is the meniscus radius; Vgap is the
vertical gap; �c is the contact angle, x0; y0 is the contact coordinate, R1 and R2 are the bottom and top
roll radii, respectively; Hi0 is the height of the incoming �uid and H1 and H2 are the �nal thickness of

the exit coating on the bottom and top roll, respectively.

Equation (3) agrees with the solution of the full Navier–Stokes system, as shown by Coyle
et al. [4]. The total height, H1 + H2, is set equal to the minimum gap (�ooded nip) or the
incoming �uid height (starved nip). We then assume an arbitrary �lm split position, XS, and
impose the meniscus as an arc of a circle that is tangent to the uniform �lms where it joins
them. The total roll separation, H (XS), is known at the selected �lm split point, and thus the
meniscus radius is calculated from

H (XS)=2RS +H1 +H2 (4)

We note that an initial guess for the meniscus radius can be calculated from Equation (2),
however, because the Landau–Levitch equation is only valid at low capillary numbers this
estimation was not done. As we shall demonstrate, our initial domain positioning method is
su�ciently rapid to render an estimate of RS unimportant.
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2.2. Mesh generation

The di�erence in the size and shape of the domain between the initial guess and the �nal
converged solution can be very large. Use of a single mesh for all successive solutions
with internal node displacement can thus lead to a distorted mesh, with a subsequent loss
of accuracy. This would be especially true when a �ne mesh is imposed around the free
surface boundaries, which is desirable to capture well the �ow features. We therefore adopted
a strategy of adaptive domain re-meshing after each iteration. A non-uniform mesh was used,
where the local element size was adjusted heuristically according to the shape of the domain.
In this way, we could preserve well shaped elements, with small elements along the boundary,
larger elements in the interior, and at the same time minimizing the total number of elements.
The element size was chosen to be as large as possible without a�ecting the solution.
There are many commercial mesh generators available, and the governing factor for selec-

tion is the control over local mesh re�nement and ease of integration into the overall solution
scheme. We chose ARANEA, a robust unstructured generator developed by Marchand et al.
[25]. ARANEA is very robust and o�ers excellent control over mesh re�nement. Mesh re-
�nement is very critical in this process to capture the �ow outline at the critical zones, i.e.
the �lm split region as well as the three phase contact point. The �ow structure at the critical
points can only be captured adequately by concentrating the mesh density at those points
where there are steep gradients in velocity and pressure. At the same time, it is desirable to
use as large an element as possible to minimize overall execution time. Figure 3 shows a
typical mesh size distribution at the critical points of the coating �ow regime, which are (a)
the exit zone and (b) the contact point. ARANEA can perform automatic mesh generation
and re�nement without having to visualize the mesh generation process at each iteration. The
mesh size was adapted heuristically, incorporating on the degree of movement of the domain.
Note: When re-meshing between iterations, it is possible to interpolate the solution from the

‘old’ to the ‘new’ mesh. By having a better initial guess, the number of �xed-point iterations
required (see Section 2.7) is reduced. However, in this work, it was found that the penalty
paid to compute the interpolated solution exceeded the speedup achieved by a reduction in
the number of �xed point iterations, and was thus not used.

(a) (b) 

Figure 3. Plot showing typical mesh re�nement at critical points: (a) outlet; and (b) inlet.
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2.3. Flow equations

Steady laminar �uid �ow is governed by the equation of motion

�u · ∇u − ∇ · �=�g (5)

and the continuity equation of mass conservation

∇ · u=0 (6)

where � is the �uid density, u its velocity and � the total stress tensor. For a Newtonian �uid,
the total stress tensor is related to the local hydrodynamic pressure, p, and the strain rate by

�= − p�+ 2��̇ (7)

where

�̇= 1
2 [∇u+ (∇u)T] (8)

For a non-Newtonian �uid, Equation (7) is replaced by an appropriate equation incorporating
a rheological model to depict the non-linear viscosity of the liquid. The boundary conditions
for Equations (5)–(7) are presented in the next section.

2.4. Boundary conditions: �uid solid interface

Figure 4 shows the boundary conditions used in forward roll coating �ows. As shown, the
boundary conditions can specify velocity, traction or a functional relationship between them.
For all boundaries where the �uid is in contact with a solid surface, the liquid velocity is

assumed to be the same as that of the solid surface, i.e. no slip conditions

u=Usolid (9)

At the point where gas, solid and liquid appear to intersect (three phase contact point
in Figure 5(a), the no-slip hypothesis and 2-D steady �ow leads to in�nitely high stresses
[26–28]. Replacing the no-slip condition in the vicinity of the contact line with some form of
slip condition has been shown to be a su�cient stopgap measure to alleviate the singularity.
Navier’s slip condition, which makes the velocity discontinuity proportional to the shear stress
at the solid surface, is widely used

1
�
t · (u −U2)= tn : � (10)

where � is the slip coe�cient (�→ 0 corresponds to no slip conditions and �→ ∞ corresponds
to a shear free boundary condition), t and n are the unit vectors tangent and normal to the
surface, respectively, and U2 is the velocity of the top roll. The �ow in the vicinity of
the contact line is not completely understood. Recent investigations focused on determining
the dynamics near the contact lines [27]. Dussan [28] showed that the particular form of
distribution of slip is of secondary importance, but the slip length introduced has an e�ect on
the overall �ow �eld. We therefore adopted a simple linear distribution for the current study
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Figure 4. Boundary conditions for coating �ow simulation: (a) no-slip; (b) kinematic; (c) in�ow;
(d) out�ow; (e) capillary pressure; and (f) dynamic contact line.

where the slip velocity is

u=

⎧⎪⎨
⎪⎩
U2

(
x − x0
lS

)
for x06x6x0 + lS

U2; x¿x0 + lS

(11)

Here, lS is the slip length (chosen as �ve microns), x0 is the coordinate of the attachment
point and U2 is the roll speed.
Either the position of an apparent dynamic contact line has to be speci�ed or the inclination

of the free surface at the place speci�ed by a contact angle, �c, see Figure 4(f). Some authors
specify both parameters [22, 29, 30]. The contact angle is usually found by experiment and a
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value of �c = 95–160◦ has frequently been used for a rigid roll=Newtonian �uid [29]. In the
method proposed here, the contact point is pinned at the surface during �ow resolution and
then its position updated iteratively by an amount that depends on the movement of the free
surface; that is, the contact angle adjusts naturally.

2.5. Boundary conditions: in�ow regimes

The nip region merges into simpler in�ow and out�ow regimes upstream and downstream,
respectively, as shown in Figure 5(a). The in�ow boundary condition has to be considered in
the context of the physical situations that can exist, which in turn depend on the feed rate to
the nip and the maximum �owrate possible in the nip. The maximum �ow through the nip

INFLOW

FREE SURFACE 2 FREE SURFACE 1 

OUTFLOW

OUTFLOW

RIGID ROLL

RIGID ROLL

THREE PHASE
CONTACT POINT

FLOW FIELD NORMAL STRESS BALANCE
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SPLIT POINT

NORMAL STRESS BALANCE
KINEMATIC CONDITION

nu =0

n

t
U2

1 d

Ca ds

t
n .� =

1 d

Ca ds

t
n .�=

n .�=0

n .� =0

n .u=0

u=u1

U1

(a) 

(b)

Figure 5. 2-D boundary conditions applied in forward roll coating with free
boundaries: (a) designations; and (b) equations.
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is determined by the roll speed and the nip gap. If the incoming �uid height is pre-metred
with a �owrate less than the maximum, the nip is in the starved regime. For this case, the
incoming �uid height is �xed and a Dirichlet condition is imposed at the inlet. For pre-metred
�ows where the fed �owrate is greater than the maximum, or the �uid is drawn by the rolls
from a reservoir, the nip operates in the �ooded regime. For a pre-metred �ow greater than
the maximum, some runback or accumulation will occur at the inlet. In this case, the free
boundary condition proposed by Papanastasiou et al. [31] for synthetic out�ow conditions can
be used. Essentially, the nodes at the inlet plane are left as unknowns (no boundary conditions
applied). There are two options in applying this condition. One may simply �ood the nip and
impose the condition across the entire inlet region, or impose it across the inlet �uid height
on the roll [7]. The latter choice implies a runback along the entire incoming �uid layer, the
thickness of which is a priori unknown. Alternatively, one may impose a �xed incoming �uid
height and a Dirichlet condition, however, in this case conservation of mass requires that the
formation of a stable incoming free surface is not possible. In practice, in applications with
a pre-metred �ow that gives a �ooded nip, the excess �uid is removed using a doctor blade.
To simulate this scenario, we will show that it is su�cient to use the free boundary condition
for fully �ooded as well as starved nip.

2.6. Boundary conditions: out�ow regimes

If we assume that the �ow is fully developed at the outlet, see Figure 4(d), we can impose
a free boundary (Neumann) condition.

2.7. Boundary conditions: free surfaces

At the free surfaces, two conditions must be satis�ed, namely the balance between �uid trac-
tion and capillary pressure, and the conservation of mass. By using successive approximation
techniques, these conditions can be satis�ed iteratively, i.e. one of the conditions is applied
for the �ow �eld resolution and the other condition is used in the successive approximation of
the free surface. A convergence criterion is set such that the �nal solution is obtained when
both conditions are fully satis�ed at the free surfaces.
If the gas is assumed to be both inviscid and inertialess, the shear stress will vanish at

the gas=liquid interface. Therefore, the total normal stress in the liquid (pressure plus viscous
forces) must balance the sum of gas pressure and the normal resultant of surface tension acting
in a curved surface (capillary pressure, Figure 4(e)), which is expressed mathematically as

n · �= 1
Ca

dt
ds

− nPa (12)

The capillary number, Ca, is the ratio of viscous to surface tension forces, de�ned in
Equation (1), and s is the distance measured along the free surface. If there is no �ow
through the liquid=gas interface, the free surface is a streamline, that is

n · u=0 (13)

2.8. Flow �eld resolution

Equations (5) and (6) were solved using the Galerkin �nite element method. We employed the
triangular Crouzeix–Raviart element, which uses enriched quadratic polynomial basis functions
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for the velocity, and discontinuous linear function for the pressure. This element has been
shown to satisfy all conditions for compatibility and stability [32]. The treatment of the
nonlinearity was handled by a quasi-Newton method whereby the global Jacobian matrix was
built and factorized only once, and used in the �xed-point iterations of the Uzawa algorithm
[24] that enables the computation of the velocity and pressure in a decoupled fashion:

0. Given p(0) and u(0)

1. For n=0; 1; 2; : : : until convergence
1.1. Solve for u(n+1)

−�∇2u(n+1) + �u(n+1) · ∇u(n) + �u(n) · ∇u(n+1) + r · ∇(∇ · un+1)=�g− ∇pn (14)

1.2. Compute p(n+1)

p(n+1) =p(n) + r · ∇u(n+1) (15)

In this algorithm, r is a constant that should be large enough. In this work, when setting
r=106, u(0) = (0; 0) and p(0) = 0, this generalized Uzawa algorithm, which combines the stan-
dard Uzawa algorithm and a quasi-Newton method, required about three �xed-point iterations
to converge.
When the above calculations have converged to a tolerance of 10−4, the positions of the

free surface nodes can be updated using the selected free surface updating procedure, which
is discussed in a subsequent section.

3. DOMAIN DETERMINATION

The solution of the equations and boundary conditions given in Section 2 describes the hydro-
dynamics in the coating nip. However, the solution domain is a priori unknown. We therefore
need to adopt some form of iterative method to determine the �nal shape from an arbitrary
initial guess.
The solution methodology used here may be called ‘successive approximation’ or ‘iterative

procedure’ for free surface �ows. In successive approximation, one assumes an initial domain
geometry, usually based on the roll radii and an estimate of the �lm split point (exit free
surface) and three phase dynamic contact line (inlet free surface). The �ow equations are then
solved and the domain modi�ed according to the boundary conditions on the free surface. At
the free surfaces, one of the two boundary conditions is used to obtain the �ow solution. The
other boundary condition is utilized afterwards to update the location of the free surface. The
new position of the free surfaces may then be smoothed and used to create a new outline.
This procedure is repeated successively until all conditions are satis�ed, i.e. the newly created
surface is no di�erent from the previous surface.

3.1. Optimizing the initial meniscus position

The main disadvantage of the traditional successive approximation method is the requirement
for gradual surface displacements to preserve the stability. This requires that the pseudo-time
step (used in Equation (17), see Section 3.2) be small enough to avoid excessive distortion
of the free surface. As a result of the use of a small pseudo-time step, the scheme is very
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slow to converge [21, 33], especially when the initial estimate of the �lm split point is far
from the �nal position. It is therefore imperative to obtain a good estimate of the position
of the free surface before we start the successive approximation method. To achieve this, we
introduce a new approach that we call prescribed initial domain stepping (PIDS).
The prescribed initial domain stepping method involves successive estimations of the �ow-

split location to �nd an approximate location close to the �nal solution. Starting with an
arbitrary location and shape of the outlet free surface (in this work we start with a semi-
circle), the �ow �eld parameters are computed. The location of the initial free surface is then
adjusted by moving the split point in the direction of its velocity component along the nip
axis by an arbitrary amount. The shape of the free surface is maintained as a semi-circle. This
procedure was repeated until the sign of the velocity component at the split point changes,
signifying that the �nal �ow split location has been exceeded. The location of the equilibrium
(�nal) split point is then known to lie within a narrow range, and successive iterations are
then allowed to proceed. After this point, the free surface shape and location are allowed to
adjust themselves successively. Mathematically, this process is equivalent to seeking a point
in the vicinity of the �ow separation point as described by the Prandtl–Hopkin condition, i.e.

ux= @ux=0 (16)

3.2. Updating the free surface

When the �ow equations have converged to a tolerance of 10−4 for a �xed domain, the
positions of the free surface nodes were updated using the selected free surface updating
procedure. Two procedures were implemented, depending on the type of boundary condition
used to obtain the �eld values, i.e. a kinematic movement scheme was used when normal
stress conditions have been applied earlier as boundary conditions, and the normal stress
scheme was used if the kinematic conditions were applied at the free surfaces as boundary
conditions. The two schemes are outlined in the next sections.

3.3. Kinematic movement scheme

If the normal velocity components computed for nodes at the free surfaces are Unx and Uny,
respectively, the free surface nodes will be moved according to the following formulae:

xi+1 = xi + �Unx

yi+1 = yi + �Uny
(17)

where � is a pseudo-time step whose size was determined heuristically to give a stable solution.
In this work the value was typically 10−6. The new positions of the free nodes may then be
spline smoothed and used as the basis for a new computational domain. The only node that
may not belong to the free surface, but has to be moved, is the three phase contact point on
the inlet free surface. The contact point was not moved as part of the free surface movement
algorithm, but rather was located by projecting the free surface onto the roll as shown in
Figure 6.
Another scheme implemented within this methodology is to move all points on the free

surface by solving a 1-D �nite element problem along the free surface. This scheme is based
on an adaptive nodal displacement procedure. Here, the displacement is an unknown, which
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Nodes along the 
backing roll

Nodes along the free  

surface

Original triple point location

New triple point location

New free surface

Original free surface

Figure 6. Projection of the triple point along the top roll surface.

is solved for using a weak variational form of the boundary conditions [34, 35]. The method
is outlined in the following paragraphs.
De�ne 	 as a unit displacement vector that can be oriented normal to the surface or in the

direction of velocity along the free surface. If each free surface node (denoted with subscript
0) is moved to new position, then we may write

x= x0 + h	x

y= y0 + h	y
(18)

where h is the displacement length. We de�ne J as a variational factor along an arc length

J =

((
dx
ds

)2
+
(
dy
ds

)2)1=2
(19)

It can be shown that the normal to the free surface curve is given by

n= n0 + hJ−1 @	
⊥

@s
− J−1 @h

@s
	⊥ (20)

where 	⊥ is the vector orthogonal to 	, and n0 is the current normal to the free surface. We
can therefore write the kinematic boundary conditions as

u · n0 − hu · J−1 @	
⊥

@s
− J−1 @h

@s
u · 	⊥=0 (21)

Equation (21) is then written in the weak form and solved for h using the Garlekin �nite
element method. In this case, the free surface movement between each successive iteration is
much gentler. However, the time taken for this solution is greater than that with movement
of each node separately using the pseudo-time step approach.
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3.4. Normal stress movement scheme

In the normal stress movement scheme, the resultant normal stress after computation is bal-
anced with the capillary stress to give a net force, which is used in turn to move the surfaces
in such a way that the �nal position of the free surface will correspond to a balance between
the �uid stresses and the capillary stresses acting at the free surfaces.
For the equilibrium between hydrodynamic and capillary stresses along the free surface, the

following relation has to be satis�ed:

(�F − �C) · n=0 (22)

where �F is the hydrodynamic stress and �C the capillary stress along the free surface. Thus
if we calculate the hydrodynamic stress tensor from Equation (7) as

�(n+1)F = − p(n+1)�+ 2��̇(u(n+1)) (23)

the normal projection of the hydrodynamic stress tensor, F (n+1), is

F (n+1) = �(n+1)F · n (24)

The capillary stress vector is

C(n) = �C · n= 1
Ca

dt
ds

− nPa (25)

The residual stress on the free surface is given by

F (n+1)res =F (n+1) − C(n) (26)

Assuming a linear displacement, we can calculate the corresponding movement of the node
due to the force imbalance, and therefore update the di�erent positions as

x(n+1) = x(n) +!F (n+1)res (27)

where ! is a sti�ness constant and F (n+1)res the residual force. The sti�ness constant was chosen
heuristically to obtain a stable movement. Here, we used a value of 106. We now describe
some of the critical issues that must be addressed to develop a robust simulator.

3.5. Movement schemes and the convergence criteria

The choice of movement scheme is governed by, among other things, the range of capillary
numbers for the problem at hand. For cases where the capillary number is high, it is found best
to apply the normal stress conditions for the solution of the �ow �eld and to use kinematic
conditions to adjust the free surfaces. For cases where the capillary number is very low (less
than 0.1), it is best to apply the kinematic conditions for �ow �eld resolution and to use
normal stress condition to move the free surface. For intermediate values (0:1¡Ca¡1) either
of the schemes can be used. Both of these options were implemented in the software.
To test the convergence of the free surface, we used a dimensionless parameter,�, that

relates to the characteristic velocity of the free surface and the average roll speed, U as

�=

∑N
j= 1u

j
n

NU
(28)
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where N is the total number of nodes in the free surface and ujn is the normal velocity at
node j. The free surface is converged when the parameter � is smaller than a prescribed
tolerance.

4. NUMERICAL RESULTS

4.1. Outlet free surface development

In this section we show some numerical results for the inlet and outlet free surfaces. We
start by illustrating the initial domain stepping scheme. Two simulations are illustrated, both
with the initial guess far from the �nal solution. In one case, the initial �ow-split point was
close to the nip and in the other case it was far from the nip. The movement of the initial
meniscus in each case is shown in Figure 7, where it is seen that approaching from either
extreme gives approximately the same endpoint. Once an initial good estimate was obtained,
the free surface evolves according to the standard successive iteration method, described in
Section 3.
Following successive approximations, the shape of the free surface at the �ow-split (stag-

nation point) will no longer be the semi-circle assumed during the initial domain stepping
phase; rather, the shape adjusts itself to satisfy the boundary conditions, as shown in Figure 8.
It should also be noted that the split point moves, though not a great distance, indicating that
a good initial estimate was provided in the initial domain stepping phase.
Figure 9 shows the corresponding vector �eld (a) when the meniscus shape is still

semicirclular, and (b) the �nal shape of the meniscus which is more elliptic. As expected,
the free surface is a streamline when all conditions are fully satis�ed. Although the number
of steps taken to reach the converged solution will vary with initial solution and the oper-
ating conditions, for this case the solution took about 28 000 iterations to reach the solution
using the standard iteration method, but only 30 with our initial domain stepping applied. It

(b)

(a)

Distance along the nip, m
0.0030 0.0040 0.0050 0.0060 0.0070

Figure 7. Domain stepping approach from two extreme initial guesses.
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Distance along the nip, m
0.0042 0.0044 0.0046 0.0048 0.005

initial

final 

Figure 8. The progression of development of the �nal meniscus shape starting from a circular meniscus.

Distance along the nip, m
0.0044 0.0046 0.0048 0.005

(a) 

(b)

Figure 9. Vector �elds showing velocity vectors: (a) before; and (b) after �nal convergence. One half
the nip height is shown in each case.

is evident that the initial domain stepping procedure reduces the number of free surface
iterations required by up to three orders of magnitude, and thus the successive iteration method
is computationally viable.
Figure 10 shows the corresponding velocity streamlines for a converged solution. It is clear

that the free surface is a streamline and the �ow-split point is stationary.
Typically, the initial stepping phase took 3–5 steps to obtain a free surface that was less

than 5% from the �nal split point location. About 20–40 free surface iterations were then
required to allow the free surface to evolve so as to reach a prescribed tolerance of less than
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0.0040 0.0045 0.0050

Distance along the nip, m

Figure 10. Velocity streamlines for a fully converged solution.

0.3%. For each problem, the initial number of elements was 1200 during the initial stepping
phase. This number was then doubled to about 2000 elements and allowed to increase with
readjustment, with the �nal mesh having 2900–3000 elements when the �nal solution was
obtained. Further increase in the number of elements did not improve the solution. A single
free surface approximation with a �ne mesh step took about 10 s on a 2:4 GHz XEON. This
means that the average total time for complete solution of any of the problems investigated
in this work was less than 10 min, regardless of the initial starting point.

4.2. Flow dynamics of the upstream bank

The upstream bank may be fully �ooded or starved to di�erent degrees. Many investigations on
forward roll coating have concentrated on the front (meniscus) dynamics with the assumption
that the back end is essentially �ooded, or that the backend does not a�ect the �uid mechanics
of the exit point. It is obvious that there is a range of operating conditions where this is not
the case. When the height of the incoming �uid is less than the minimum gap separation,
we have starved coating, which has been studied both experimentally and numerically by, for
example, Gaskel et al. [36]. We illustrate here the behaviour of the inlet under �ooded and
starved conditions.
Consider the case in which the incoming �uid height is given some value. Essentially, as

noted above, two situations are possible. When the height of the incoming �uid is equal to or
less than the gap width, the attachment point will stabilize at a �nal position. This behaviour
is shown in Figure 11. Figure 11(a) shows the evolution of the inlet free surface from the
initial guess to the �nal position, while Figure 11(b) shows the streamlines of the �ow. For
the equal roll speed and roll sizes, which were investigated here, the maximum �lm thickness
is a function of the gap clearance. When the incoming �lm (Hi0) is less than the minimum
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Distance along the nip, m
-0.02 -0.01 0 0.01 0.02
(b)Distance along the nip, m

-0.016 -0.015 -0.014 -0.013 -0.012 -0.011
(a) 

Figure 11. Simulation with incoming �uid height equal to the nip gap: (a) development of the free
surface shape; and (b) velocity streamlines.

Distance along the nip, m

-0.02 -0.018 -0.016 -0.014 -0.012

(a) 

(b)

Figure 12. Development of the attachment point with pre-metred height greater than the nip gap:
(a) inlet meniscus progression; and (b) streamlines showing an unstable gyre.

gap, the outlet �lm thickness depends on the incoming height thickness. It should be noted
that for a given gap, there is a minimum incoming thickness for which a stable coating bead
may be formed. However, this limit was not investigated in this study. On the other hand, if
the incoming layer is just about or slightly higher than the minimum gap, the outlet meniscus
depends on both upstream and downstream conditions. In this case, the attachment point as
well as the �ow split point oscillate over a small range of positions (not shown). In this case,
a single solution is not possible, unless one of the positions is �xed.
When the incoming height is greater than the gap width, part of the incoming �uid will

return (runback) and a gyre forms at the entrance. Figure 12 illustrates the latter case.
Figure 12(a) shows the evolution of the attachment point as free surface approximation pro-
ceeds in our simulations; the free surface continues to move to the left, and does not stabilize.
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Distance along the nip, m
-0.012 -0.01 -0.008 -0.006 -0.004

Figure 13. Synthetic inlet conditions using the free boundary condition for two di�erently sized inlet
domain sizes. Beyond a short distance from the inlet the streamlines correspond.

Figure 12(b) shows the formation of the gyre in the inlet region. In this situation, part of the
incoming �uid will pile up at the front of the nip gap. In practice, this is the amount that
has to be scraped o� using a doctor blade. For the case of simulation, we see a pile of �uid
accumulating at the front end without obtaining a single converged solution.
To allow for the range of inlet states covering both starved and runback �ows, the bound-

ary condition at the inlet was changed from speci�ed velocity to the free boundary condition
discussed in Section 2.5. This condition was used by Carvalho and Scriven [7] in their investi-
gation of the inlet �ow. With this boundary condition, it was possible to investigate the entire
range of inlet conditions. The main di�erence with our approach compared to that of Carvalho
and Scriven [7] is that there is no need to match the kinematic and the free inlet conditions,
because this is done automatically at each step by specifying kinematic conditions on the free
surface during the free surface movement process. In other words, a Neumann inlet boundary
condition gives the same result as the speci�ed velocity (Dirichlet condition) provided that
no runback through the inlet occurs. Thus, for a pre-metred �ow with a su�ciently long inlet
length, such that no runback occurs through the inlet, the velocity pro�le across the inlet is
uniform. Ultimately, liquid pileup at the inlet will always result in a runback through the
inlet, and thus specifying a free inlet condition will satisfy all cases.
For the case of runback �ow, the nip is �ooded, and thus one can disregard the upstream

bank and simply use the free boundary condition. Rather than specify some inlet length, one
can simply specify a �ooded inlet with an arbitrary domain. The domain size is not important,
as shown in Figure 13. Figure 13 shows the application of free boundary condition for an
inlet-�ooded domain with two di�erent synthetic inlet domains. The �ow streamlines for both
domains are the same, except for minor di�erences at the inlet plane, and it can be concluded
that this is a su�cient condition to apply in the case of �ooded inlets, and that the size of
the domain is not critical, provided that a certain minimum size is speci�ed.
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5. COMPARISON OF SIMULATION WITH EXPERIMENTS

We have described in the foregoing the development of a robust, e�cient and automatic
method for the simulation of forward roll coating �ows. The simulator has been tested over a
wide range of operating conditions, which encompassed the range of capillary numbers from
0.01 to 300, and nip gaps up to 1 mm. In this section, we compare simulation results to
experiments taken from the literature. We are restricted to relatively small capillary numbers
(up to about 1) owing to a lack of experimental data at high capillary numbers. These model
validations take the form of meniscus shapes and pressure pro�les. There is a paucity of
experimental data for rigid roll coating in the literature with regard to meniscus shapes and
pressure pro�les. Some of the results will therefore be compared for the case of rigid roll=�at
plate geometry instead of a roll–roll con�guration.

5.1. Model validation: meniscus pro�les

An extensive set of experimental meniscus pro�les reported in the literature [9, 10] provides
a good test for the above procedure. In that work a Newtonian �uid was used with two
rigid rolls. The rolls had di�erent sizes, and a variety of operating conditions were reported.
An argon laser sheet was applied to the �uorescent �uid to enable video recording of the
meniscus pro�les. The reported experimental error in the meniscus pro�les is ±15 �m.
Figure 14 shows a comparison of meniscus pro�les measured by laser �uorescence

method [9] and simulation. The experimental conditions were capillary number of 0.14, speed
ratio of 1, and a ratio of roll diameters of 2.46. The total gap width was 0:64 mm. It is
seen that the meniscus shape and the �ow split point were captured within the experimental
uncertainty. Figure 15 shows a set of di�erent experimental meniscus pro�les obtained from
laser �uorescence measurements by Decr�e et al. [10]. Here again we observe a close match
between the experimental measurements and simulations for di�erent operating conditions.
There is no doubt that our meniscus location method is both rapid and accurate. It should be

Distance along the nip, mm
6.0 6.5 7.0 7.5 8.0 8.5 9.0

y,
 m

m

-4

-3

-2

-1

0

1

2

3

Figure 14. Comparison between numerical and experimental [9] meniscus pro�le (Ca=0:14, S =1;
R2=R1 = 2:46; 2H0 = 0:64 mm). The points are experimental values and the solid line the simulation.
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Figure 15. Comparison between experimental [10] and simulated meniscus pro�les. Ca=0:6,
R1=R2 = 2:45, 2H0 = 0:64 mm. Di�erent velocity ratio: (a) S =3; (b) S =0:333; and (c) S =1. The

points are experimental values and the solid line the simulation.

pointed out that despite the publication of the experimental data about a decade ago, this is
the �rst time such a comparison has been made independently.

5.2. Model validation: pressure pro�les

We illustrate two cases of pressure pro�les taken from the literature. Both of these cases
are for rigid rolls with �at plates. The �rst case is taken from Gaskell et al. [36]. The
stationary �at plate was used to facilitate pressure measurement using capillary manometers.
The experimental conditions were: roll radius of 125mm, total nip gap 0:18mm and capillary
number of 0.3. Figure 16 shows a comparison of the pressure pro�les between experiment
and simulation. Generally speaking the agreement is good, and within the experimental error
expected. It should be noted that this is the �rst time such experimental results have been
simulated numerically.
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Figure 16. Comparison between simulation and experimental results of Gaskell et al. [36].
Flat plate and rigid roll apparatus with a roll radius of 125 mm and a total nip gap of

0:180 mm. The capillary number was 0.3.
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Figure 17. Comparison between simulation and experimental results of Young [37] with a �at plate and
a rigid roll setup. The roll radius was 50mm and the total nip gap 0:2mm. The capillary numbers are:

(a) 0.14; (b) 0.29; (c) 0.57; and (d) 0.86.
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The second case was taken from the work of Young [37]. The experimental conditions
used by Young and for the simulation were as follows. The roll radius was 50 mm, the
total gap width varied from 100 to 400 �m, the roll velocity varied from 5 to 30 m=min, the
�uid viscosity was 0:0562 Pa s and the surface tension 0:0326 N=m. The four cases examined
corresponded to capillary numbers of 0.14, 0.29, 0.57 and 0.86. Although not stated explicitly
if the �at plate was moving or not, simulation results and comparison with Gaskell’s data
con�rms that the �at plate could not have been moving for these experiments.
Figure 17 shows a good agreement between simulation and experimental data for the roll=�at

plate combination, especially for the maximum (peak) pressures. If we look at the reported
maximum and minimum pressure values for all of the data shown, the minimum values do
not change substantially at velocities higher than about 10m=min for the experimental results,
whilst the simulated values continue to increase as the velocity increased. This may be due to
measurement artifacts, as we would expect the magnitudes to increase with increasing velocity
when the bounding walls for the �ow are rigid. Nevertheless, if we assume an experimental
error of about 20% as stated in the thesis [37] due to pressure measurements, the results
are in good agreement. There seems to be a greater discrepancy in the negative pressure
loop. However, a closer examination of the experimental data reveals that the negative loop
measurements are much more inaccurate. For example, the minimum peak should increase
as the rotational speed is increased. However, the measured values for minimum peak seem
to show insensitivity, to the speed increase, which is counter intuitive. Nevertheless, we are
con�dent that this limited dataset demonstrates the robustness of the methodology used in this
study.

6. CONCLUSIONS

A robust solution methodology for the simulation of roll coating �ows with free surfaces has
been developed. The method overcomes the disadvantages of other free surface approxima-
tion techniques. The need for a good initial guess for the initial solution domain has been
eliminated. It is shown that the full Navier–Stokes equation is easily used in a cost e�ective
manner. Adaptive re-meshing at each pseudo-time step in the method of successive approx-
imations allows for the accurate capture of the free surface shape without a signi�cant cost
penalty. The correct selection of the free surface movement scheme based on the capillary
number is the key to a successfully converged solution. The method has been validated against
available experimental results for both meniscus shape and pressure pro�le taken from the
literature.

NOMENCLATURE

Ca capillary number
cj coe�cient for the approximation of the displacement parameter
C capillary force, N
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F �uid force, N
Fres residual force, N
h free surface displacement parameter
H0 half the minimum gap width, �m
H1 height of the coating layer leaving with the bottom roll, �m
H2 height of the top layer leaving with the top roll, �m
Hi0 height of the initial coating layer, �m
J variational parameter in curvature formula
l length of the nip, m
lS slip length
n vector normal to the free surface
p pressure, Pa
Pa ambient pressure, Pa
Q �ow rate, m3=s
Q0 initial �ow rate at the pre-metred point, m3=s
r constant in Equation (14)
R1 radius of the bottom roll, m
R2 radius of the top roll, m
RS radius of the meniscus at the �ow split
s arc length
S speed ratio (U2=U1)
t a unit vector tangent to the free surface
u velocity vector, m=s
U speed, m=s
U1 speed of the bottom roll, m=s
U2 speed of the top roll, m=s
Vgap the vertical gap between the top and the bottom roll
x0 x-coordinate of the attachment point
xs x-coordinate for the �ow split point
y0 y-coordinate of the attachment point
ys y-coordinate for the �ow split point

Greek symbols

� pseudo time step, s
� slip coe�cient
� �uid viscosity, Pa s
! relaxation factor
� �uid density, kg=m3

�c contact angle
� surface tension, N m−1

� identity tensor
� stress tensor
� convergence factor
	 unit displacement vector for the free surface
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